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CorPipe 23
winning entry of the CRAC 2023 Shared Task on Multilingual Coreference
Resolution

a slight evolution of the CorPipe system from CRAC 2022

distinguishing features:
a single multilingual model for all 17 treebanks

usable also on unseen languages
source code released, pre-trained model being released

supports documents of unbounded size (still uses quadratic attention)
supports ensembling using multiple GPUs in parallel
can generate singleton mentions
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We first detect mentions with an
extension of a BIO encoding.

In every token, we
PUSH starting mentions to

the stack,
POP(i) every mention

ending in stack.

Because the mentions can be
crossing, the POP instructions

is parametrized by the stack
index of the ending mention.

We considered CRF, but no
gain & difficult ensembling.
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CorPipe 23 Architecture

We train an antecedent predictor
by minimizing multilabel
classification loss with all
preceding antecedents as targets,
with the distribution computed
using self-attention.

If a mention has no
antecedent, we link it to
itself.

During prediction, we predict
only the most probable link.

Both tasks are trained jointly
using a shared encoder.
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CorPipe 23 Training

We train multilingual models on all 17 treebanks of CorefUD 1.1.
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CorPipe 23 Training

We train multilingual models on all 17 treebanks of CorefUD 1.1.

Because the sizes range from tiny (457 sentences) to large (almost 40k
sentences), we consider sub-/over-sampling the individual datasets,
sampling each batch proportionally to mix ratios:

uniform: each corpus has the same probability;
linear: proportionally to corpus size;
square root: proportionally to square root of the corpus size;
logarithmic: proportionally to the corpus size logarithm.

The data might or might not get a corpus id subword indicating the origin
of the document.
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CorPipe 23 Training

We train models with either

mT5-large (~560M parameters),or
mT5-xl (~1.8G parameters) encoders.
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We train models with either

mT5-large (~560M parameters),or
mT5-xl (~1.8G parameters) encoders.

We use the Adafactor optimizer using 5e-4 learning rate with slanted triangual
schedule.

Our default configuration is to train for 15 epochs, each comprising 8k steps.

The large-sized models are trained on a single 40GB A100 GPU for 10
hours, with a maximum possible batch size 8.
The xl-sized models are trained on four 40GB A100 GPUs for 20 hours,
with a maximum possible batch size 12.

During training, we consider segments of up to 512 subwords; during inference,
we scale up to 2560 subwords (mT5 uses relative positional encodings).

6/15ÚFAL CorPipe at CRAC 2023, 7 Nov 2023 Overview Architecture Results Ablations Thank You



CorPipe 23 Training

We trained 30 models differing in size (large or xl) and several hyperparameters
(learning rate, batch size, updates per epoch).

7/15ÚFAL CorPipe at CRAC 2023, 7 Nov 2023 Overview Architecture Results Ablations Thank You



CorPipe 23 Training

We trained 30 models differing in size (large or xl) and several hyperparameters
(learning rate, batch size, updates per epoch).

For each treebank we consider the best-performing checkpoint of every model
after every epoch.

7/15ÚFAL CorPipe at CRAC 2023, 7 Nov 2023 Overview Architecture Results Ablations Thank You



CorPipe 23 Training

We trained 30 models differing in size (large or xl) and several hyperparameters
(learning rate, batch size, updates per epoch).

For each treebank we consider the best-performing checkpoint of every model
after every epoch.

Optionally, we perform ensembling of the trained models, by averaging the
predicted distributions.

7/15ÚFAL CorPipe at CRAC 2023, 7 Nov 2023 Overview Architecture Results Ablations Thank You



CorPipe 23 Training

We trained 30 models differing in size (large or xl) and several hyperparameters
(learning rate, batch size, updates per epoch).

For each treebank we consider the best-performing checkpoint of every model
after every epoch.

Optionally, we perform ensembling of the trained models, by averaging the
predicted distributions.

During inference, models are loaded on individual GPUs and executed in
parallel.

7/15ÚFAL CorPipe at CRAC 2023, 7 Nov 2023 Overview Architecture Results Ablations Thank You



CorPipe 23 Training

We trained 30 models differing in size (large or xl) and several hyperparameters
(learning rate, batch size, updates per epoch).

For each treebank we consider the best-performing checkpoint of every model
after every epoch.

Optionally, we perform ensembling of the trained models, by averaging the
predicted distributions.

During inference, models are loaded on individual GPUs and executed in
parallel.

Our main submission for every corpus is an ensemble of 3 best checkpoints.
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Official CRAC 2023 Results per Treebank
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Official CRAC 2023 Results: Metrics, CorPipe 23 Variants
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Comparing Context Sizes on Dev
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Comparing Mixing Strategies on Dev
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Evaluating Ensembling on Dev

13/15ÚFAL CorPipe at CRAC 2023, 7 Nov 2023 Overview Architecture Results Ablations Thank You



The Effect of Multilingual Data and Zero-shot Evaluation
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Thank You

Questions?
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