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● OntoNotes has served as one of the most important benchmark for 

coreference resolution. 

Introduction
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● OntoNotes has served as one of the most important benchmark for 

coreference resolution. 

● # of documents: 3493

● Total size (tokens): 1.6M

● Tokens per document: 466

Introduction
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● For the ease of annotation, several long documents in Ontonotes were 

split into smaller parts.

However
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● For the ease of annotation, several long documents in Ontonotes were 

split into smaller parts.

However

The flight attendants have until 6:00 today to ratify labor concessions. The 
pilots’ union and ground crew did so yesterday.

… 

The airlines provided report on these pilots and decided to file a case 
against them.
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● For the ease of annotation, several long documents in Ontonotes were 

split into smaller parts.

● We cannot precisely test the performance of models on the entire 

OntoNotes corpus. 

However
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● As the name suggests, we propose a longer version of the OntoNotes 

corpus. 

LongtoNotes
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● As the name suggests, we propose a longer version of the OntoNotes 

corpus. 

● Upto 8X longer documents 

○ On an average 40% longer documents

● On an average 25% longer coreference chains

● 30% more mentions per coreference chain 

LongtoNotes



12

● We merge the annotations from documents that were split into multiple 

parts in the original Ontonotes annotation process, into one single 

document. 

Annotation Process
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● We merge the annotations from documents that were split into multiple 

parts in the original Ontonotes annotation process, into one single 

document. 

● This was done by our annotation team, which was carefully trained to 

follow the annotation guidelines (based on the original OntoNotes 

corpus).

○ Total annotation time: 400 hours

Annotation Process
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● We tried automatic merging of clusters using:

○ Rule based matching : Stanford coref system

○ Greedy matching

○ Model based

Why not do the merging automatically
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● We tried automatic merging of clusters using:

○ Rule based matching : Stanford coref system

○ Greedy matching

○ Model based

● Only 60-70% overlap with the annotators

○ Not good enough

■ Especially for longer coref chains

Why not do the merging automatically
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● Changed merging two chains into a question answering task 

○ Annotators needs to merge two chains into one or assign a ‘None of 

the previous’ label (new chain option). 

Annotation Tool
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Annotation Tool
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● Changed merging two chains into a question answering task 

○ Annotators needs to merge two chains into one or assign a ‘None of 

the previous’ label (new chain option). 

● Color coordination with numbers for better labelling

○ Annotators can change answers anytime

○ Can pause and continue

○ Summary page to check for one final time

Annotation Tool
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Summary Page



20

● 3 annotators were used to annotate the documents

○ University level English major

○ Annotators were paid 15 USD per hour

○ Their error analysis was done on 10% of the documents

 Annotation checks
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● 3 annotators were used to annotate the documents

○ University level English major

○ Annotators were paid 15 USD per hour

○ Their error analysis was done on 10% of the documents

■ Over 90% agreement (Krippendorff’s Alpha and Strict 

matching)

■ Although disagreements increased with document length but 
very still manageable.

 Annotation checks
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● Average document length -> Upto 8X longer

LongtoNotes: More details
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● Tokens per doc: 2615 (LongtoNotes) vs 466 (OntoNotes)

LongtoNotes: More details
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● Number of coreference chains per document -> Up by 25%

LongtoNotes: More details
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● Distance to antecedent -> Upto 3X increased

LongtoNotes: More details
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Why should we care?
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State of the art models (one year ago) did not perform well on long 

antecedent chains.

● Tested on 3 different models:

○ Span based representation (Higher order coref Joshi et 
al.)

○ Token-wise representation (Longformer Kirstain et al.)
○ Memory networks (Toshniwal et al.)

Why should we care?
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● State of the art models (one year ago) did not perform well on long 

antecedent chains.

● Longer dependencies from LongtoNotes can assist models in learning 

coreference better over longer chains. 

Why should we care?
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● Longformer performance  improved when trained on LongtoNotes.

Why should we care?



● We introduce LongtoNotes, a corpus of coreference-annotated 
documents of significantly longer length than what is currently available.

● Can assist models in learning longer contexts better when trained on 
LongtoNotes. 
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Summary



Email: kmr.shridhr@gmail.com

Github:

https://github.com/kumar
-shridhar/LongtoNotes

Thank You

mailto:kmr.shridhr@gmail.com
https://github.com/kumar-shridhar/LongtoNotes
https://github.com/kumar-shridhar/LongtoNotes

