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Our proposed system: MARRS
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Data Collection: Anaphora and Ellipses

- Propose a query rewrite data collection strategy by mining “"improvement opportunities”
- For the use cases of:

- anaphora and ellipses

- Identify user queries discussing the same entity in two consecutive turns without the use of any
referring expressions (context-free query)

- ask annotators to simplify these complex queries to provide queries in a more natural way
(context-dependent query)

@ Found in usage Entity Carry Over Data Collection
. Composed by annotators

Context Independent Over Context Dependent
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Data Collection: Correction by Repetition

- Propose a query rewrite data collection strategy by mining “"improvement opportunities”
- For the use cases of:

- anaphora and ellipses

- correction by repetition

- recognize queries where the user tapped on the transcribed prompt to edit the query into something
else (context-free query)

- prepend edited parts with common prefixes like "/ said” to synthesize the context-dependent query

@ Found in usage Correction by Repetition Data Collection
. Synthetically constructed

User deletes my—sugar,
type in Meshuggah
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Use cases
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Reference Resolution
Data

- Screen and Conversational Entity Resolution
DEIE

- Show annotators a screenshots and ask them
to refer to entities as a user would

- Synthetic Data

- Generated via templates



Reference Resolution
Model

- Proposed a lightweight mention detector and
modular reference resolution model

- Flexible to support varied use cases - screen
referencing, visual and text referencing

- Scores are computed for the mention against
each entity independently

- Reuses upstream feature extractors

What is

Mention Score

‘ Feed Forward Layer

Span Representation

‘ Span Head

Bi-Directional
Transformer (BERT)

Embedded
Request

is that that animal
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Text module
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Reference Resolution

M Od el ° M D What is is that that animal

Mention Score

| Feed Forward Layer

- Lightweight mention detector performs
span-level classification

Span Representation

- |dentifies relevant mention spans that

. Span Head
need resolution

Bi-Directional
Transformer (BERT)




Reference Resolution
Model: MR

- Modular Mention Resolver identifies
Embedded

entities relevant to the mention using Bediest ™
I Embedded entity Bounding Reference,

the mention span, along with other
iInformation such as:

categciry / \ ?oxes Screei\ texts

- The entity category

- The location of the entity on the
screen

- The entity text

- The location and text of entities

surrounding the current entity R
entity
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