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Model
QR

– Joint QR model for 2 
conversational use cases, entity 
carry over and correction by 
repetition 

– Joint learning shows significant 
latency and accuracy 
improvement for correction by 
repetition use case
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Data
Reference Resolution

– Screen and Conversational Entity Resolution 
Data 

- Show annotators a screenshots and ask them 
to refer to entities as a user would 

– Synthetic Data 
- Generated via templates



Model
Reference Resolution

– Proposed a lightweight mention detector and 
modular reference resolution model 

– Flexible to support varied use cases - screen 
referencing, visual and text referencing 

– Scores are computed for the mention against 
each entity independently 

– Reuses upstream feature extractors



Model: MD
Reference Resolution

– Lightweight mention detector performs 
span-level classification 

– Identifies relevant mention spans that 
need resolution



Model: MR
Reference Resolution

– Modular Mention Resolver identifies 
entities relevant to the mention using 
the mention span, along with other 
information such as: 

- The entity category 

- The location of the entity on the 
screen 

- The entity text 

- The location and text of entities 
surrounding the current entity
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