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CorPipe
winning entry of the CRAC 2022 Shared Task on
Multilingual Coreference
Resolution

distinguishing features:
a single multilingual model for all 13
treebanks

works better than individual models
can be used even on unseen languages

contrary to the baseline solution:
CorPipe first predicts mentions
only then it predicts links between the
predicted mentions
both tasks performed by a single model
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Corpipe Architecture
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Official CRAC 2022 Results
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Test Results of RemBERT vs XLM-R and Multilinguality
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Comparing Pretrained Models on Dev
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Comparing Mixing Strategies on Dev
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Zero-shot Evaluation on Dev
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