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To compare zero vs. non-zero, Is 
there a numerical way to quantify 
the level of Discourse Coherence?
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Introduction

Assumption:

Compared to non-zero pronouns, zero pronouns have higher discourse 
coherence supporting them to be resolvable, so that we would expect 
their verb-usage continuity to be higher than the non-zero cases.
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Method

BERT
“Bidirectional 
Encoder 
Representations from 
Transformers”

GloVe
“Global Vectors for 
word representation”

Word2Vec 
“Word to vector”

Vector size 768 base model 300 300

Training task Masked LM, Next 
sentence prediction

Aggregated global 
word-word 
co-occurrence 
statistics from a 
corpus

Local statistics, 
whether words 
appear in similar 
contexts
(Window size = 5)

Feature catching Bidirectional and 
contextual features

Global statistical 
features

Local statistical 
features

https://spacy.io/models/zh https://github.com/Embedding/Chinese-Word-Vectors
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Method

● Discourse material:
○ Chinese translation of Saint-Exupéry’s The Little Prince
○ 2802 clauses, 16010 words

■ Each of the clauses includes a main verb, and they were divided by ending with 
punctuations (i.e. “, . ; ? !”)
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● Dependency parsing

Table 1: Annotation columns 15
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● Semantic Role annotation

Table 1 16



Method

● Character Role annotation

Table 1: Annotation columns 17



Method

● Character Role annotation
● Pro-drop annotation

○ Among all agent cases, 422 of them are dropped; only 16 cases of 
patient were dropped. 

○ In the following analyses, we focused on the agent cases.
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● Dynamic Character-Verb Usage Table

Table 3: Example of Verb-Character table 20



Method

Table 3: Example of Verb-Character table

verb Come back

verb_id 16008

agent_character ch4

pro_drop False - Non-pro-drop

ch1_prev_verbs Only have, see, want, use, draw, draw, let, …

ch2_prev_verbs chew , swallow, move, digest, digest, open, …

ch3_prev_verbs Understand, see, understand, need, explain, advise,...

ch4_prev_verbs Towards, watch, show up, give, alike, not have, alike, …

ch5_prev_verbs Sick, need, alike, sleep, go, use, run, run, run, walk, walk, eat, eat...

…

ch30_prev_verbs Carry, send, towards, drive, pass

ch31_prev_verbs Seek, come, back, satisfy, live, follow,...

ch32_prev_verbs Say, sell, sell, say
21
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Table 3: Example of Verb-Character table

verb Come back

verb_id 16008

agent_character ch4

pro_drop False - Non-pro-drop

ch1_prev_verbs Only have, see, want, use, draw, draw, let, …

ch2_prev_verbs chew , swallow, move, digest, digest, open, …

ch3_prev_verbs Understand, see, understand, need, explain, advise,...

ch4_prev_verbs Towards, watch, show up, give, alike, not have, alike, …

ch5_prev_verbs Sick, need, alike, sleep, go, use, run, run, run, walk, walk, eat, eat...

…

ch30_prev_verbs Carry, send, towards, drive, pass

ch31_prev_verbs Seek, come, back, satisfy, live, follow,...

ch32_prev_verbs Say, sell, sell, say

+ Accumulated verb 
relevance for CH1
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Method

Table 3: Example of Verb-Character table

verb Come back

verb_id 16008

agent_character ch4

pro_drop False - Non-pro-drop

ch1_prev_verbs Only have, see, want, use, draw, draw, let, …

ch2_prev_verbs chew , swallow, move, digest, digest, open, …

ch3_prev_verbs Understand, see, understand, need, explain, advise,...

ch4_prev_verbs Towards, watch, show up, give, alike, not have, alike, …

ch5_prev_verbs Sick, need, alike, sleep, go, use, run, run, run, walk, walk, eat, eat...

…

ch30_prev_verbs Carry, send, towards, drive, pass

ch31_prev_verbs Seek, come, back, satisfy, live, follow,...

ch32_prev_verbs Say, sell, sell, say

verb similarity
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Method

● Verb similarity 
○ = cosine similarity between two word embedding vectors
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Table 3: Example of Verb-Character table

verb Come back

verb_id 16008

agent_character ch4

pro_drop False - Non-pro-drop

ch1_prev_verbs Only have, see, want, use, draw, draw, let, …

ch2_prev_verbs chew , swallow, move, digest, digest, open, …

ch3_prev_verbs Understand, see, understand, need, explain, advise,...

ch4_prev_verbs Towards, watch, show up, give, alike, not have, alike, …

ch5_prev_verbs Sick, need, alike, sleep, go, use, run, run, run, walk, walk, eat, eat...

…

ch30_prev_verbs Carry, send, towards, drive, pass

ch31_prev_verbs Seek, come, back, satisfy, live, follow,...

ch32_prev_verbs Say, sell, sell, say

+ Accumulated verb 
relevance for CH1:
Distance-effect considered
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● Verb similarity 
○ = cosine similarity between two word embedding vectors

●  Verb-chain similarity
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Method

● Verb similarity 
○ = cosine similarity between two word embedding vectors

●  Verb-chain similarity
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Table 4: Regressors obtained after the relevance calculation

For each verb, there are 32 relevance 
values for all 32 story characters for 
all models.
“Does the correct one stand out?”

31



Roadmap 

32



Method

Table 3: Example of Verb-Character table

verb Come back

verb_id 16008

agent_character ch4
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Table 3: Example of Verb-Character table

verb Come back

verb_id 16008

agent_character ch4

pro_drop False - Non-pro-drop

ch1_prev_verbs Only have, see, want, use, draw, draw, let, …

ch2_prev_verbs chew , swallow, move, digest, digest, open, …

ch3_prev_verbs Understand, see, understand, need, explain, advise,...

ch4_prev_verbs Towards, watch, show up, give, alike, not have, alike, …

ch5_prev_verbs Sick, need, alike, sleep, go, use, run, run, run, walk, walk, eat, eat...

…

ch30_prev_verbs Carry, send, towards, drive, pass

ch31_prev_verbs Seek, come, back, satisfy, live, follow,...

ch32_prev_verbs Say, sell, sell, say

Salience (ch4) = (Rel_ch4 / Rel_ch1 + 
Rel_ch4 / Rel_ch2 +
Rel_ch4 / Rel_ch3 +
…
Rel_ch4 / Rel_ch31 +
Rel_ch4 / Rel_ch32 ) /32
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Method

● Correct character ’s verb-chain-similarity salience

Note: the “+1” s in this function are assigned to keep the division 
denominator as non-zero, and balanced for the numerator 
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● Correct character ’s verb-chain-similarity salience

Note: the “+1” s in this function are assigned to keep the division 
denominator as non-zero, and balanced for the numerator 
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● Correct character ’s verb-chain-similarity salience

Note: the “+1” s in this function are assigned to keep the division 
denominator as non-zero, and balanced for the numerator 
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Table A6: Example of salience result of the last verb
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Methods

Verb-id pro-drop Correct character salience 

1 False 1.65

2 True 5.86

3 False 1.22

…

16007 True 4.12

16008 False 3.51
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Results

● Character salience 
distribution: 

○ non-pro-drop vs. pro-drop
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Results

● Ranged character salience group comparison: 

43



Results

● Logistic regression model predicting dropping behaviour: Ranged salience 
results
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Discussion

● Language models and their performances
○ Group t-test and logistic regression results are consistent: showing the performance ordering 

as: BERT > word2vec > GloVe
1. BERT: bidirectional and contextual
2. Word2Vec: local statistical features
3. GloVe: global statistical features

● Ranged character salience improves t-test significance level and prediction 
accuracy

● Distance-weighted models show zero > non-zero salience effect; unweighted 
models do not show this effect
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Conclusions

● This study quantifies character-verb usage continuity as an aspect of 
discourse that helps comprehenders resolve omitted pronouns. Omitted 
pronouns tend to show higher verb usage consistency compared to 
pronounced entities, and this effect is strengthened by clause recency.
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