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Anaphora resolution and coreference:
three perennial questions

1. Are (automatic) anaphora resolution and
coreference resolution beneficial to NLP
applications?

2. Do we know how to evaluate anaphora
resolution algorithms?

3. Which are the coreferential links most
difficult to resolve?




Outline of the presentation

A Terminological notes

A The impact of anaphora and
coreference resolution on NLP
applications

A Evaluation of anaphora
resolution

A Coreference links and
cognitive efforts on readers




Anaphora vs. coreference

wAnaphoraand coreference araot identical
phenomena

wAnaphorawhichis not coreference:
identity of senseanaphora

w The man who gave hmmychecko his wife
was wiser than the man who gave it to his
mistress

wCoreference which is not anaphora:
wCrossdocument coreference




Anaphora (and coreference) resolution

wAnaphora resolution: tracking down the
antecedent of an anaphor

w Coreferenceesolution: identification of all
coreferenceclasses (chains).
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Objectives of Study 1

wTointegratea pronoun resolution system
(MARS) within 3 NLP applications (text
summarisation, term extraction, text
categorisation)

wToevaluatethese applications with and
without a pronoun resolution module

wToestablishof iImpact of pronoun
resolution on these NLP applications




Objectives of Study 2

wTointegratea coreference resolution
system (BART) within 3 NLP applications
(text summarisation, text categorisation,
recognising textual entaillment)

wToevaluatethese applications with and
without the coreferenceresolution module

wToestablishof iImpact ofcoreference
resolution on these NLP applications




Study 1

wa A U 1 kh@viedgepoor pronoun resolution
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w Newspaper articles published New Scientis{55
texts from BNC)

w Short enough to be manually annotated

w Suitable for all extrinsic evaluation tasks performe
w Articles manually categorised into six classes
a. SAYy3 1 dzYlyex a9l NUKe
af AOAY 3T 22NI ReX2 | YR ah
w Caution: MARS was not specially tuned to these
genres!




Evaluation data (2)

w 1,200 34 person pronouns; over 48,000 words
w Very short and very long texts filtered out
w Annotation:PALInkAOrasan, 2003)

w Several layers of annotations:
¢ Coreference
¢ Important sentences
¢ Terms
¢ Topics




w Text summarisation
wTerm extraction
w Text categorisation




