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1. Are (automatic) anaphora resolution and 
coreference resolution beneficial to NLP 
applications?

2. Do we know how to evaluate anaphora 
resolution algorithms? 

3. Which are the coreferential links most 
difficult to resolve?



42
5

1
3

0011 0010 1010 1101 0001 0100 1011

Outline of the presentation

Å Terminological notes

Å The impact of anaphora and 

coreference resolution on NLP 

applications

Å Evaluation of anaphora 

resolution

Å Coreference links and 

cognitive efforts on readers



ωAnaphoraand coreference are not identical
phenomena

ωAnaphorawhichisnot coreference: 
identity of senseanaphora

ωThe man who gave his paycheckto his wife 
was wiser than the man who gave it to his 
mistress

ωCoreference which is not anaphora:

ωCross-document coreference



ωAnaphora resolution: tracking down the 
antecedent of an anaphor

ωCoreferenceresolution: identification of all 
coreferenceclasses (chains).
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ωTo integratea pronoun resolution system 
(MARS) within 3 NLP applications (text 
summarisation, term extraction, text 
categorisation)

ωTo evaluatethese applications with and 
without a pronoun resolution module

ωTo establishof impact of pronoun 
resolution on these NLP applications



ωTo integratea coreference resolution 
system (BART) within 3 NLP applications 
(text summarisation, text categorisation, 
recognising textual entailment)

ωTo evaluatethese applications with and 
without the coreferenceresolution module

ωTo establishof impact of coreference
resolution on these NLP applications



ωaƛǘƪƻǾΩǎknowledge-poor pronoun resolution 
ŀƭƎƻǊƛǘƘƳ όa!w{Ωлн ŀƴŘ a!w{Ωлсύ

ωNewspaper articles published in New Scientist(55 
texts from BNC)

ωShort enough to be manually annotated

ωSuitable for all extrinsic evaluation tasks performed

ωArticles manually categorised into six classes ς
ά.ŜƛƴƎ IǳƳŀƴέΣ ά9ŀǊǘƘέΣ άCǳƴŘŀƳŜƴǘŀƭǎέΣ άIŜŀƭǘƘέΣ 
ά[ƛǾƛƴƎ ²ƻǊƭŘέΣ ŀƴŘ άhǇƛƴƛƻƴέ 

ωCaution: MARS was not specially tuned to these 
genres!



ω1,200 3rd person pronouns; over 48,000 words

ωVery short and very long texts filtered out

ωAnnotation: PALinkA(Orasan, 2003) 

ωSeveral layers of annotations: 

ςCoreference

ςImportant sentences

ςTerms

ςTopics



ωText summarisation

ωTerm extraction

ωText categorisation


