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Disagreements and Language 
Interpretation (DALI)

 A 5-year, €2.5M  project on using games-
with-a-purpose and Bayesian models of 
annotation to study ambiguity in anaphora

 A collaboration between Essex, LDC, and 
Columbia 

 Funded by the European Research Council 
(ERC)



Outline

 Corpus creation and ambiguity

 Collective multiple judgments through 
crowdsourcing: Phrase Detectives

 DALI: new games

 DALI: analysis



Anaphora (AKA coreference)

So she [Alice] was considering in her own mind (as well as she could, for the hot 
day made her feel very sleepy and stupid), whether the pleasure of making a 
daisy-chain would be worth the trouble of getting up and picking the daisies, 
when suddenly a White Rabbit with pink eyes ran close by her.

There was nothing so VERY remarkable in that; nor did Alice think it so VERY 
much out of the way to hear the Rabbit say to itself, 'Oh dear! Oh dear! I shall be 
late!' (when she thought it over afterwards, it occurred to her that she ought to 
have wondered at this, but at the time it all seemed quite natural); but when the 
Rabbit actually TOOK A WATCH OUT OF ITS WAISTCOAT-POCKET, and looked 
at it, and then hurried on, Alice started to her feet, for it flashed across her mind 
that she had never before seen a rabbit with either a waistcoat-pocket, or a 
watch to take out of it, and burning with curiosity, she ran across the field after it, 
and fortunately was just in time to see it pop down a large
rabbit-hole under the hedge.



Building NLP models from 
annotated corpora

 Use TRADITIONAL CORPUS ANNOTATION / 
CROWDSOURCING to create a GOLD STANDARD that 
can be used to train supervised models for various 
tasks

 This is done by collecting multiple annotations 
(typically 2-5) and going through RECONCILIATION
whenever there are multiple interpretations

 DISAGREEMENT between coders (measured using 
coefficients of agreement such as κ or α) viewed as a 
serious problem, to be addressed by revising the 
coding scheme or training coders to death

 Yet there are very many types of NLP annotation 
where DISAGREEMENT IS RIFE (wordsense, 
sentiment,discourse)



Crowdsourcing in NLP

 Crowdsourcing in NLP has been used as a 
cheap alternative to the traditional approach 
to annotation

 The overwhelming concern has been to 
develop alternative quality control practices 
to obtain a gold standard comparable to 
those obtained with traditional high-quality 
annotation



15.12  M: we’re gonna take the engine E3

15.13     : and shove it over to Corning

15.14     : hook [it] up to [the tanker car]

15.15     : _and_

15.16     : send it back to Elmira

(from the TRAINS-91 dialogues collected at the University 

of Rochester)

The problem of ambiguity



www.phrasedetectives.com

About 160 workers at a factory that made paper for the Kent 

filters were exposed to asbestos in the 1950s. 

Areas of the factory were particularly dusty where the crocidolite

was used.  

Workers dumped large burlap sacks of the imported material into 

a huge bin, poured in cotton and acetate fibers and mechanically 

mixed the dry fibers in a process used to make filters. 

Workers described "clouds of blue dust" that hung over parts of 

the factory,  

even though exhaust fans ventilated the area.

Ambiguity: What antecedent?
(Poesio & Vieira, 1998)



www.phrasedetectives.com

What is in your cream

Dermovate Cream is one of a group of medicines called 
topical steroids. 

"Topical" means they are put on the skin. Topical steroids 
reduce the redness and itchiness of certain skin 
problems.

Ambiguity: DISCOURSE NEW or DISCOURSE OLD?
(Poesio, 2004)



AMBIGUITY: EXPLETIVES

'I beg your pardon!' said the Mouse, frowning, but very politely: 'Did you speak?'

'Not I!' said the Lory hastily.

'I thought you did,' said the Mouse. '--I proceed. "Edwin and Morcar,
the earls of Mercia and Northumbria, declared for him: and even Stigand,

the patriotic archbishop of Canterbury, found it advisable--"'

'Found WHAT?' said the Duck.

'Found IT,' the Mouse replied rather crossly: 'of course you know what
"it" means.'



Ambiguity in Anaphora: the 
ARRAU project

 As part of the EPSRC-funded ARRAU project 
(2004-07), we carried out a number of 
studies in which we asked numerous 
annotators (~ 20) to annotate the 
interpretation of referring expressions, 
finding systematic ambiguities with all three 
types of decisions (Poesio & Artstein, 2005)



Implicit and Explicit Ambiguity 

 The coding scheme for ARRAU allows coders 
to mark an expression as ambiguous at 
multiple levels:

 Between referential and non/referential

 Between DN and DO

 Between different types of antecedents

 BUT: most annotators can’t see this …



The picture of ambiguity 
emerging from ARRAU



More evidence of disagreement 
raising from ambiguity

 For anaphora
 Versley 2008: Analysis of disagreements among annotators 

in the Tüba/DZ corpus
 Formulation of the DOT-OBJECT hypothesis

 Recasens et al 2011: Analysis of disagreements among 
annotators in (a subset of) the ANCORA and the 
ONTONOTES corpus
 The NEAR-IDENTITY hypothesis

 Wordsense: Passonneau et al, 2012
 Analysis of disagreements among annotators in the 

wordsense annotation of the MASC corpus
 Up to 60% disagreement with verbs like help

 POS tagging: Plank et al, 2014



Exploring (anaphoric) ambiguity

 Empirically, the only way to see which 
expressions get multiple annotations is by 
having > 10 coders and maintain multiple 
annotations

 So, to investigate the phenomenon, one would 
need to collect many more judgments than one 
could through a traditional annotation 
experiment, as we did in ARRAU

 But how can one collect so many judgments 
about this much data?

 The solution: CROWDSOURCING
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Approaches to crowdsourcing

 Incentivized through money: microtask
crowdsourcing

 (As in Amazon Mechanical Turk)

 Scientifically / culturally motivated

 As in Wikipedia / Galaxy Zoo

 Entertainment as the incentive:  GAMES-
WITH-A-PURPOSE (von Ahn, 2006)



Games-with-a-purpose: ESP



ESP results

 In the 4  months between August 9th 2003 and 
December 10th 2003
 13630 players
 1.2 million labels for 293,760 images
 80% of players played more than once

 By 2008: 
 200,000 players
 50 million labels

 Number of labels x item is one of the parameters 
of the game, but on average, in the order of 20-
30



www.phrasedetectives.org

Phrase Detectives



 Find The Culprit (Annotation)
User must identify the closest 
antecedent of a markable if it is 
anaphoric

 Detectives Conference (Validation)
User must agree/disagree with a 
coreference relation entered by 
another user

www.phrasedetectives.com

The game



www.phrasedetectives.com

Find the Culprit 
(aka Annotation Mode)



www.phrasedetectives.com

Find the Culprit 
(aka Annotation Mode)



Detectives Conference
(aka Validation Mode)



Facebook Phrase Detectives
(2013)



 Quantity
 Number of users

 Amount of annotated data

 The corpus

 Multiplicity of interpretations

www.phrasedetectives.com

Results
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The Phrase Detectives Corpus

 Data:
 1.2M words total, of which around 330K totally 

annotated

 About 50% Wikipedia pages, 50% fiction 

 Markable scheme:
 Around 25 judgments per markable on average

 Judgments:
 NR/DN/DO

 For DO, antecedent

 Phrase Detective 1.0 just announced, to be 
distributed via LDC



 In 2012: 63009 completely annotated markables
 Exactly 1 interpretation: 23479

 Discourse New (DN): 23138
 Discourse Old (DO): 322
 Non Referring (NR): 19

 With only 1 relation with score > 0: 13772
 DN: 9194
 DO: 4391
 NR: 175

 In total, ~ 40% of markables have more than one 
interpretation with score > 0

 Hand-analysis of a sample (Chamberlain, 2015)
 30% of the cases in that sample had more than one non-

spurious interpretaion
www.phrasedetectives.com

Ambiguity in the Phrase Detectives 
Data



Ambiguity: REFERRING or NON 
REFERRING?

'I beg your pardon!' said the Mouse, frowning, but very politely: 'Did you speak?'

'Not I!' said the Lory hastily.

'I thought you did,' said the Mouse. '--I proceed. "Edwin and Morcar,
the earls of Mercia and Northumbria, declared for him: and even Stigand,

the patriotic archbishop of Canterbury, found it advisable--"'

'Found WHAT?' said the Duck.

'Found IT,' the Mouse replied rather crossly: 'of course you know what
"it" means.'



The rooms were carefully examined, and results all pointed to an 
abominable crime. The front room was plainly furnished as a sitting-
room and led into a small bedroom, which looked out upon the back 
of one of the wharves. Between the wharf and the bedroom window 
is a narrow strip, which is dry at low tide but is covered at high tide 
with at least four and a half feet of water. The bedroom window was 
a broad one and opened from below. On examination traces of blood 
were to be seen upon the windowsill, and several scattered drops 
were visible upon the wooden floor of the bedroom. Thrust away 
behind a curtain in the front room were all the clothes of Mr. Neville 
St. Clair, with the exception of his coat. His boots, his socks, his hat, 
and his watch -- all were there. There were no signs of violence upon 
any of these garments, and there were no other traces of Mr. Neville 
St. Clair. Out of the window he must apparently have gone 

Ambiguity: DN / DO
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The DALI project

1. Develop the GWAP approach to collecting 
data for anaphora

2. Developing Bayesian annotation methods to 
analyze the data

3. Develop models trained directly over 
multiple judgments data instead of 
producing a gold standard

4. Develop an account of the interpretation of 
ambiguous anaphoric expressions building 
on Recasens et al 2011



Beyond PD

 Phrase Detectives has been reasonably 
successful, and already allowed us to collect a 
large amount of data, but we’re not going to be 
able to annotate 100M+ words through it
 Not enough of a game

 Humans still need to be involved in several behind-
the-scenes activities

 We are also looking for new ways to gain 
visibility
 We see the collaboration  with LDC on NIEUW and 

being part of a ‘GWAP-for-CL’ portal as strategic



`New generation’ GWAPS for CL

 Some more recent GWAPs have 
demonstrated that it is possible to design 
more entertaining games for CL, as well

 In particular, for collecting lexical resources

 Jeux de Mots (Mathieu Lafourcade)

 PuzzleRacer / Kaboom! (Jurgens & Navigli, TACL 
2014)

 But also e.g., for Sentiment Analysis



Puzzle Racer

(a) Puzzle clues (b) A puzzlegateprior to activation (c) An activated puzzle gate

Figure 1: Screenshots of the key elements of the Puzzle Racer game

negativeratingsif even-better imagesbecomehigher

ranked.

Golden gates are used to measure how well a

player understands the race’s puzzle concept (i.e.,

the sense being annotated). The first three puzzle

gates in a race are always golden gates. We denote

the percentage of golden gates correctly answered

thus far as ↵. After the three initial golden gates

are shown, the type of new puzzle gates is metered

by ↵: golden gates are generated with probability

0.3 + 0.7(1 − ↵) and mystery gates are generated

for the remainder. In essence, accurate players with

high ↵ are more likely to be shown mystery gates

that annotate pictures from U, whereas completely

inaccurate players are prevented from adding new

annotations. This mechanism adjusts the number

of new annotations a player can produce in real-

time based on their current accuracy at recogniz-

ing the target concept, which is not currently pos-

sible in common crowdsourcing platforms. Last,

we note that puzzle answering also provides labels

for the race’s images, data that might prove valu-

able for tasks such as image labeling (Mensink et

al., 2013) and image caption generation (Feng and

Lapata, 2013; Kulkarni et al., 2013).

Additional Game Elements Puzzle Racer incor-

porates a number of standard Game with a Purpose

design elements (von Ahn and Dabbish, 2008), with

two notable features: unlockable achievements and

a leaderboard. Players initially start out with a sin-

gle racer and power-up available. Players can then

unlock new racers and power-ups through various

game play actions of varying difficulty, e.g., cor-

rectly answering three puzzle questions in a row.

This feature proved highly popular and provided

an extrinsic motivation for continued playing. Sec-

ond, players were ranked according to level, which

was determined by thenumber of correct puzzle an-

swers, correct golden gates, and their total score.

The top-ranking players were shown at the end of

every round and via a special screen in-game. A

full, live-updated leaderboard was added halfway

through the study and proved an important feature

for new playerstouseincompeting for thetop ranks.

Extensibility At its core, Puzzle Racer provides

three central annotation-related mechanics: (1) an

initial set of instructions on how players are to inter-

act with images, (2) multipleseriesof imagesshown

during gameplay, and (3) an open-ended question at

the end of the game. These mechanics can be easily

extended to other types of annotation where players

must choose between several concepts shown asop-

tions in the puzzle gates. For example, the instruc-

tions could show players a phrase such as “a bowl

of *” and ask players to race over images of things

that might fit the “*” argument in order to obtain se-

lectional preference annotations of the phrase (à la

Flati and Navigli (2013)); the lemmas or senses as-

sociated with the selected images can be aggregated

to identify the typesof arguments preferred by play-

ersfor thegame’sprovided phrase. Similarly, the in-

structions could be changed to provide a set of key-

words or phrases (instead of images associated with

a sense) and ask players to navigate over images of

the words in order to perform image labeling.

453



Gamify more aspects of the task

 Designer involvement is still required in PD to

- Prepare the input to the game by correcting the 
output of the pipeline

- Deal with comments

- We intend to develop games to remove these 
bottlenecks: a GAMIFIED PIPELINE



TileAttack!(Madge et al)

One such game is 
being developed 
to fix the input to 
the games

A first version has 
recently been 
tested

http://tileattack.com/



TileAttack: the game



End of game



Scoreboard



TileAttack! In action

https://www.youtube.com/watch?v=fc
mrsPkiMvA&feature=youtu.be
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Analyzing multiple judgments 
on a large scale

 Poesio et al 2006, Versley 2008, Recasens et al 
2011, ourselves  all analyzed a small sample of 
the annotations by hand

 Next challenge: analyze this multiplicity of 
judgments to distinguish real readings  from 
noise on a large scale

 This requires using AUTOMATIC methods



Bayesian models of annotation

 The problem of reaching a conclusion on the basis of 
judgments by separate experts that may often be in 
disagreement is a longstanding one in epidemiology

 A number of techniques developed to analyze these 
data

 More recently, BAYESIAN MODELS OF 
ANNOTATION have been proposed:
 Dawid and Skene 1979 (also used by Passonneau & 

Carpenter)
 Latent Annotation model (Uebersax 1994)
 Carpenter (2008)
 Raykar et al 2010
 Hovy et al, 2013



 The probabilistic model specifies the 
probability of a particular label on the basis of 
PARAMETERS specifying the behavior of the 
annotators, the prevalence of the labels, etc

 In Bayesian models, these parameters are 
specified in terms of PROBABILITY 
DISTRIBUTIONS

Bayesian Models of Annotation



A GENERATIVE MODEL OF THE 
ANNOTATION TASK

 What all of these models do is to provide an 
EXPLICIT PROBABILISTIC MODEL of the 
observations in terms of annotators, labels, 
and items



DAWID AND SKENE 1979

 Model consists of likelihood for

1. annotations (labels from annotators)

2. categories (true labels) for items given

3. annotator accuracies and biases

4. prevalence of labels 

 Frequentists estimate 2–4 given 1

 Optional regularization of estimates (for 3 
and 4) 



A GRAPHICAL VIEW OF THE 
MODEL



THE PROBABILISTIC MODEL OF A 
GIVEN LABEL



DALI WP 3/4: Raykar et al 2010

 Propose a Bayesian model that 
simultaneously ESTIMATES THE GROUND 
TRUTH from noisy labels, produces an 
ASSESSMENT OF THE ANNOTATORS, and 
LEARNS A CLASSIFIER

 Based on logistic regression



Conclusions

 Phrase Detectives shows that GWAPs are a 
promising approach to collect data for 
Computational Linguistics 

 In particular when multiple interpretations are of 
interest

 But much is still to be done in terms of

 Developing more entertaining games

 Analyzing the data

 We view the collaboration with LDC as strategic 
to attract players / deliver the data widely



The DALI Team (so far)

Jon Chamberlain Udo KruschwitzRichard Bartle

Chris Madge Silviu Paun



Shameless plug #147
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AGREEMENT STUDIES

 The aspects of anaphoric information that 
can be reliably annotated have been 
identified through a series of agreement 
studies with different degrees of formality 
(Hirschman et al., 1995; Poesio & Vieira, 1998; 
Poesio & Arstein, 2005; Mueller, 2007)



Agreement on annotation

 Crucial requirement for the corpus to be of any use, is  to 
make sure that annotation is RELIABLE (I.e., two 
different annotators are likely to mark in the same way)

 A number of COEFFICIENTS OF AGREEMENT developed 
to study reliability (Krippendorff, 2004; Artstein & Poesio, 
2008)

 METHODOLOGY now well established*

 Agreement more difficult the more complex the 
judgments asked of the annotators
 E.g.,  on givenness status

 The development of the annotation likely to follow a 
develop / test / redesign test
 Task may have to be simplified

* Except that coefficients of agreement difficult to interpret



FOOD FOR THOUGHT: NO 
ANTECEDENTS

'Well!' thought Alice to herself, 'after such a fall as this, I shall

think nothing of tumbling down stairs! How brave they'll all 
think me at home! Why, I wouldn't say anything about it, 
even if I fell off the top of the house!' (Which was very likely 
true.)

Extremely prevalent: 30% of zero anaphors in Japanese 
of this type (Iida and Poesio, 2011)


